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Abstract
Education, particularly English language teaching (ELT), has witnessed many changes along with other facets of life since the introduction of artificial intelligence (AI). This study investigates how future English teachers at Ho Chi Minh City University of Foreign Languages and Information Technology (HUFLIT) view and are set to apply AI in their future teaching. The researcher deploys a mixed-methods design to collect data from 126 second-year students majoring in English teaching. The findings show that although students demonstrate high awareness of AI's significance in ELT, their understanding of pedagogical applications is still limited. Only 34.9 % of the respondents appear confident in their ability to integrate AI tools in their classes. Some factors that hinder their readiness consist of digital literacy and AI related training. Participants desire to have opportunities to get access to practical and context-specific AI training embedded in their curriculum. The study emphasizes that innovation in the curriculum should be present to bridge the gap between awareness and readiness of future English teachers and provide them with sound preparation to educate languages through the assistance of AI. For curriculum designers, education policymakers, and teacher educators who wish to incorporate AI competencies into teacher education programs, these findings also have practical applications.
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1. Introduction
AI has recently been a trendsetter in all areas, including education. In English language education, AI tools have been used successfully towards the goals of improving adaptive learning, computer-adaptive testing, enhancing classroom discourse, and intelligently supporting pedagogical strategies (Luckin et al., 2016; Holmes et al., 2019). As artificial intelligence goes on to transform the world's education landscape, there is a need for future English instructors to develop technological expertise and readiness to adopt AI successfully in their pedagogy (Zawacki-Richter et al., 2019). Vietnam, like other Southeast Asian nations, is actively promoting digital transformation in education. Readiness of English language teacher education programs to instruct AI-related topics, however, remains low. Prior research shows that pre-service teachers possess only fundamental knowledge of AI and are unclear about how to implement it in class (Chiu, 2021; Yuan & Lee, 2022). There is a clear dearth of empirical data on how pre-service teachers perceive AI and whether they are prepared to adopt it in educational settings, especially in Vietnam. For instance, while Western studies report that 45−60% of pre-service teachers have observed AI use in their classrooms (Alamri et al., 2022), data of the current study show that only 27.8 % of the respondents at Ho Chi Minh City University of Foreign Languages and Information Technology (HUFLIT) have had such exposure. The gap underscores the unique lag in practical AI integration within Vietnamese teacher education. This study aims to explore the awareness and readiness of prospective English teachers, i.e., English Language Teacher Education majors, towards AI adoption in English language instruction. Based on their perceptions, confidence levels, and training requirements, the study aims to inform curriculum developers and teacher educators to the current gaps and future directions for AI adoption in Vietnam's ELT education.
To achieve these goals, the researcher addresses the following research questions:
1. What is the level of awareness among prospective English teachers at HUFLIT regarding the use of AI in language teaching?
2. How ready are they to integrate AI into their future teaching practices?
3. What factors influence their readiness and motivation to adopt AI in ELT contexts?
4. What are their training needs and preferences regarding AI integration in ELT?
2. Literature Review
The advent of AI in education and learning all subjects has enormously revolutionized English language teaching. AI is now viewed as a tool for personalized learning, instant feedback, and smarter instructional design (Luckin et al., 2016; Holmes et al., 2019).
2.1. The Function of AI in English Language Instruction 
Artificial intelligence technologies such as automated writing evaluation, speech-to-text, and intelligent tutoring systems have been integrated into ELT classrooms in order to optimize learning and teaching efficiency. For instance, AI-based applications such as Grammarly, Write & Improve, and voice-to-text tools allow students to enhance the fluency of writing and accuracy of pronunciation using instant feedback (Zawacki-Richter et al., 2019). The tools also assist teachers in managing various student requirements, thereby enabling differentiated instruction and instant data monitoring (Popenici & Kerr, 2017). In higher education, AI has also enabled virtual teaching assistants, practice chatbots for language practice, and adaptive learning systems that are tailored to students’ pace and level of proficiency. All these innovations not only simplify the process of learning but also challenge traditional teacher-centred approaches, forcing teachers to rethink their functions within an AI- supported environment (Wang & Lin, 2021).
2.2. Teacher Training and AI Integration 
Despite the growing implementation of AI in ELT, teacher training courses are lagging in training prospective educators with relevant skills. Zawacki-Richter et al. (2019) underscore a lack of meaningful pedagogical models on the use of AI for teacher education. Chiu (2021) further observed that low exposure and inadequate training have made pre-service teachers feel neutral about the capabilities of AI. Yuan and Lee (2022) also stated that despite showing favourable attitudes toward AI, prospective English teachers indicated not having confidence in using AI for effective pedagogy in classrooms. This gap is actually an opportunity for those developing teacher training curriculum to work in the inclusion of AI-centric training. Teacher training should include not only technical skills but also digital literacy, ethics, and classroom management in AI-supported environments (Castañeda & Selwyn, 2018). There should also be training in these disciplines to prevent teachers from using AI as a "mindless tool" but rather, as an enabler to enhance pedagogy.
2.3. Pre-service Teachers' Perceptions of AI in Education 
Awareness forms the initial step toward effective adoption of educational technologies. Several studies have explored pre-service teachers' familiarity with AI. Chiu (2021) found that while most participants were aware of AI as a concept, few could articulate its pedagogical applications. Alamri et al. (2022) similarly observed that awareness levels varied depending on students’ exposure to AI through coursework or media. In the Vietnamese context, there is a limited but growing body of research on this topic. For example, Nguyen & Hoang (2023) discovered that Vietnamese university students were likely to consider AI in more general-purpose than educational technology terms. Nguyen et al. (2022) emphasized the importance of contextualizing pre-service teacher education for AI. However, most studies just examine general attitudes or university student samples. There remains a lack of targeted empirical research examining pedagogical readiness among pre-service English teachers in Vietnamese teacher education institutions, particularly in specific contexts such as HUFLIT.
2.4. Readiness to Use AI in Teaching 
Readiness is not merely willingness; there is also perceived capability to apply innovation. The Technology Acceptance Model (TAM) forecasts an individual's use of a technology founded on their perceived usefulness as well as perceived ease of use (Davis, 1989). In ELT, experience with digital tools, training, and institutional support are some of the factors that make up levels of readiness. Yuan and Lee (2022) found that the willingness of English teacher trainees to use AI was influenced by their confidence in using technology, availability of AI tools for teaching practice, and peer encouragement. On the contrary, a study by Lee & Han (2021) indicated that the concern for being replaced by AI can also diminish the motivation of teachers to use these kinds of technologies. In Vietnam, studies on teacher readiness for AI are in their infancy. Nguyen et al. (2022) found that some pre-service teachers were accepting AI tool adoption but not pedagogy and contextual expertise to effectively apply them. Therefore, it is important to understand the precise readiness levels and issues encountered by ELT pre-service teachers at institutions such as HUFLIT for curriculum design. 
2.5. Determinants Influencing AI Adoption in ELT 
Various factors influence successful AI integration in English language instruction, including institution policy, technology availability, teachers' attitudes, and students' requirements (Kessler, 2018). Additionally, cultural attitudes towards innovation and teacher agency also have a dramatic impact on implementation. Education systems in East Asian contexts are bound to examinations and bureaucratic structures that lead to varying flexibility challenges for AI application (Wong, 2020). In addition, ethical issues of data privacy and excessive reliance on automation posed hindrances to the application of AI in its ethical integration into language instruction (Holmes et al., 2019). These issues demand equilibrium to enable instructors to critically assess and navigate AI tools based on pedagogic objectives. Briefly, the literature highlights the potential of AI in complementing ELT but also reveals that there are significant gaps in teacher preparation, especially in Vietnam. Studies across the region are pending, but few have taken into account explicitly the pre-service English teachers' pedagogical preparation at the institutional level. This study addresses that gap by examining the perceptions, confidence, and training needs of future English educators at HUFLIT, offering actionable insights for curriculum designers and teacher educators.
3. Methodology
[bookmark: _Hlk203887499][bookmark: _Hlk203887521]This study adopted a mixed‑methods design (Creswell & Plano‑Clark, 2018). Quantitative data (Likert‑scale items adapted from the Technology Acceptance Model) were collected first, followed by qualitative open‑ended responses to explain and elaborate on the statistical trends. This design choice aligns with recent AI‑in‑education research that emphasizes triangulation of perception surveys with narrative data for richer insight (Xiao & Zhi, 2023).
3.1. Participants 
The subjects were 126 second-year English Language Teacher Education students at Ho Chi Minh City University of Foreign Languages and Information Technology (HUFLIT). Although a convenience sample was used, HUFLIT is a mid‑sized, urban private university whose English‑teacher‑education cohort is broadly representative of many Vietnamese institutions with similar curricula and student demographics, thereby lending the findings relevance beyond this single site. Second-year students were selected since they had completed introductory teaching methodology and education technology courses but had not yet attained the training stage where professional belief and routine in the classroom are established. Therefore, they were considered to be at a formative stage in their professional development. At this stage, pedagogical readiness and perceptions regarding AI can still be effectively shaped through curriculum design and teaching modelling. While this sampling approach facilitated practical access to participants, it inevitably limits the statistical generalizability of findings to the broader Vietnamese ELT student population.
3.2. Research Instrument
A properly formatted questionnaire in English was developed and administered electronically. The questionnaire has four sections (see Appendix A). Section A provided information on gender, self-assessed level of digital literacy skill, and past experience using AI-based tools. Section B gauged students' knowledge of AI concepts, educational applications, and tools for language teaching and learning. Section C adapted constructs from the Technology Acceptance Model (TAM) concerning perceived use, perceived ease of use, and intention to use AI in their future practice. Section D sought to ascertain students' interest in training format, perceptions of institutional support, and barriers to the implementation of AI while capturing qualitative answers using multiple choice and open question formats. 
All items in sections B and C were scored using 5-point Likert scales with endpoints 1 (Strongly Disagree) and 5 (Strongly Agree). Section D employed both Likert-scale items and non-scale-based questions in order to elicit a more detailed response in regard to training expectations and obstacles. 
3.2.1. Validity and Reliability 
All TAM items in the questionnaire were adapted from Davis (1989) and Venkatesh & Bala (2008). Content validity was established through expert review by two applied‑linguistics professors and one educational‑technology specialist.  Pilot testing with 20 non‑sample students yielded Cronbach’s α ranging from .84 to .89, exceeding Nunnally’s (.70) threshold. Item‑level CVI averaged .93, confirming relevance. The training‑needs section contained multiple‑choice and open‑ended items; therefore, Cronbach’s α was not applicable. Those responses were analysed thematically for patterns and preferences.
3.3. Data Collection Procedure
Data were gathered electronically by means of Google Forms for a period of two weeks. Responses were voluntary and anonymous. The participants had all been provided with a consent form before they answered the survey explaining the reason for the study, confidentiality, and emphasizing their right to withdraw at any time. The study was conducted in accordance with institutional ethical guidelines and posed minimal risk to participants.
3.4. Data Analysis
[bookmark: _Hlk203890286]Quantitative data were analyzed with SPSS (Statistical Package for the Social Sciences). Descriptive statistics (means, standard deviations) were used to report levels of awareness and preparedness. Additionally, multiple regression analysis was used to assess predictive association between perceived ease of use, perceived usefulness, and behavioural intention to use AI. Qualitative responses from open-ended questions in section D were subjected to thematic analysis, where emergent themes aligning with students' perceptions, motivations, and contextual challenges were identified. After screening, any item with > 5 % missing responses was removed, and listwise deletion was applied to Likert‑scale data, yielding 122–126 valid cases per item. Given these sampling constraints, the study adopts analytic generalization (Yin, 2018): results are interpreted in relation to the Technology Acceptance Model (TAM) and compared with similar Vietnamese ELT contexts, rather than being projected to a national population through probability inference.
4. Findings
The survey responses from 126 prospective English teachers of HUFLIT shared rich data regarding their consciousness towards, readiness, and training needs toward AI integration into ELT.
4.1. Demographic Profile
Participating in the study were 126 second-year students, among which were 82 female (65.1%) and 42 male (33.3%). 2 participants (1.6%) preferred not to mention their gender. When asked about their digital literacy, only 9 respondents (7.1%) rated themselves as very high while 39 (30.9%) as high, 53 (42.1%) as moderate, 23 (18.3%) as low, and 2 (1.6%) as very low. In addition, 73 respondents (57.9%) applied technology to education frequently or very frequently, whereas only 23.0% of them had studied courses concerning educational technology or pedagogy in digital contexts. (see Table 1)
Table 1
Participant Demographics
	Variable
	Category
	n
	%

	Gender
	Female
	82
	65.1

	
	Male
	42
	33.3

	
	Prefer not to say
	2
	1.6

	Self-rated digital literacy
	Very high 
	9
	7.1

	
	High
	39
	30.9

	
	Moderate
	53
	42.1

	
	Low/ Very low
	25
	19.9



4.2. Awareness of AI in English Language Teaching
Table 2 summarises both mean Likert scores and agreement rates for the ten awareness items. As displayed, the conceptual‑awareness items (B1, B2, B5) yielded markedly higher mean scores than the experiential items (B7-B9). Strikingly, while 84.1% of the participants had conceptual awareness of AI, only 27.8 % of students reported having seen AI used in the classroom (B8), underscoring a substantial gap between conceptual understanding and practical experience.
Table 2
Student Awareness of AI in ELT (N = 126)
	
	Statement
	Mean
	SD
	% Agree

	B1
	Aware of what AI is
	4.18
	0.72
	84.1

	B2
	Understand how AI works
	3.45
	0.89
	57.9

	B3
	Know AI use in education
	3.12
	0.95
	46.8

	B4
	Name ≥ 3 AI tools
	2.98
	1.12
	42.8

	B5
	Understand AI benefits in ELT
	3.67
	0.83
	72.2

	B6
	Know how AI provides feedback
	2.89
	1.08
	38.1

	B7
	Understand AI adapts needs
	2.76
	1.15
	34.9

	B8
	Seen AI in classroom
	2.34
	1.23
	27.8

	B9
	Familiar with AI assessment
	2.45
	1.18
	30.9

	B10
	Know ethical considerations
	2.67
	1.21
	34.1

	Overall
	Overall awareness index
	3.05
	0.67
	47.0%



4.3. Readiness and Willingness to Use AI in ELT
Based on the Technology Acceptance Model framework, readiness was measured across four dimensions:
Table 3
Descriptive Statistics and Reliability for TAM Constructs (n = 126)
	TAM construct
	Mean
	SD
	Cronbach’s α
	95 % CI of Mean

	Perceived Usefulness (PU)
	4.02
	0.68
	.87
	3.88 - 4.16

	Perceived Ease of Use (PEOU)
	3.28
	0.85
	.84
	3.11 - 3.45

	Self‑Efficacy (SE)
	2.94
	0.92
	.89
	2.75 - 3.13

	Behavioural Intention (BI)
	3.89
	0.74
	.86
	3.74 - 4.04



The maximum rating given by the participants was for Perceived Usefulness (PU) (M ≈ 4.02), reflecting belief that AI will enhance their teaching, and then Behavioural Intention (BI) (M ≈ 3.89), reflecting overall intent to use AI with appropriate support. In contrast, Perceived Ease of Use (PEOU) was only moderate (M ≈ 3.28), meaning tools are learnable but perhaps not necessarily easily so, and Self-Efficacy (SE) was lowest (M ≈ 2.94), meaning they lack confidence in their own AI capabilities. (see Table 3)
4.4. Factors Influencing AI Readiness
Table 4 shows strong positive correlations between Self‑Efficacy and Behavioural Intention (r = .70, p < .001), followed by Perceived Usefulness (r = .67, p < .001) and Perceived Ease of Use (r = .52, p < .001).
Table 4
Pearson Correlations Among Key Constructs (N = 126)
	Variable
	1
	2
	3
	4
	5

	1. Behavioural Intention (BI)
	___
	
	
	
	

	2. Self‑Efficacy (SE)
	.70***
	___
	
	
	

	3. Perceived Usefulness (PU)
	.67***
	.62***
	___
	
	

	4. Perceived Ease of Use (PEOU)
	.52***
	.55***
	.59***
	___
	

	5. Digital Literacy
	.43***
	.48***
	.41***
	.37***
	___


Note. All correlations are two‑tailed. ***p < .001.
As displayed in Table 5, the overall regression model was significant, R² = .68, F (5, 120) = 50.75, p < .001, indicating that 68 % of the variance in Behavioural Intention was explained by the set of predictors. Self‑Efficacy emerged as the strongest predictor (β = .56, p < .001), followed by Perceived Usefulness (β = .38, p < .001). Perceived Ease of Use, Digital Literacy, and Prior AI Experience also contributed modest but significant effects.
Table 5
Hierarchical Multiple Regression Predicting Behavioural Intention (N = 126)
	Predictor
	B
	SE (B)
	β
	t
	p

	Self‑Efficacy (SE)
	0.48
	0.07
	.56
	7.11
	<.001

	Perceived Usefulness (PU)
	0.35
	0.08
	.38
	4.47
	<.001

	Perceived Ease of Use
	0.14
	0.06
	.17
	2.33
	.022

	Digital Literacy
	0.11
	0.05
	.15
	2.07
	.040

	Prior AI Experience
	0.10
	0.04
	.13
	2.02
	.045

	Model Statistics
	R² = .68, Adjusted R² = .66, F (5, 120) = 50.75, p < .001


Note. Criterion variable = Behavioural Intention. All predictors entered simultaneously.
4.5. Training Needs and Preferences
Table 6 summarizes participants’ mean ratings and agreement percentages for various training needs. Participants placed the highest priority on formal AI training (91.3 %) and hands-on workshops (86.5 %). They also strongly valued institutional support (88.9 %) and classroom introductions (84.1 %). Ethical guidance followed at 83.3 %, while embedded AI modules in methodology courses appealed to 79.4 %. Finally, concerns about lack of experience (84.9 %) and Vietnamese-language barriers (68.3 %) were the final elements in the training needs profile.
When asked which AI applications they most want to learn, respondents prioritized automated writing assessment (77.8 %), then speaking/pronunciation tools (72.2 %), chatbots for practice (65.1 %), adaptive learning platforms (57.9 %), and progress-tracking systems (54.0 %).
Table 6
Training Needs Assessment (N=126)
	Statement
	Mean
	SD
	% Agree/ Strongly Agree

	Want formal AI training
	4.31
	0.67
	91.3 % 

	Prefer hands-on workshops
	4.18
	0.71
	86.5 % 

	Need ethical information
	4.02
	0.78
	83.3 % 

	Embed in methodology courses
	3.95
	0.82
	79.4 % 

	Lack of experience creates hesitancy
	4.12
	0.75
	84.9 % 

	Vietnamese language barrier
	3.67
	0.94
	68.3 % 

	Need classroom introduction
	4.05
	0.73
	84.1 % 

	Institutional support crucial
	4.24
	0.69
	88.9 % 



4.5.1. Preferred Training Formats
Respondents’ preferences for training formats produced a clear ranking: hands-on workshops topped the list at 87.3 %, reflecting their need for practice-focused, interactive sessions. They next favoured an embedded curriculum (70.6 %), showing they wanted AI integrated into basic methodology courses, and practical demonstrations (68.3 %), which facilitate securing knowledge by seeing tools applied. Peer collaboration followed at 52.4 %, reflecting the value they placed on learning together, while guest lectures attracted 47.6 % of interest. Finally, only 34.9 % opted for online self-paced modules, confirming a strong preference for guided, collaborative learning over isolated study. (see Table 7)
Table 7
Preferred Training Formats for AI Integration (N = 126) 
	Training Format
	% Prefer

	Hands‑on workshops                  
	87.3

	AI‑integrated curriculum modules    
	70.6

	Practical demonstrations            
	68.3

	Peer collaboration / discussion     
	52.4

	Guest lectures from AI specialists  
	47.6

	Online self‑paced modules           
	34.9


Note. Percentages represent the proportion of respondents selecting each format as desirable (multiple responses allowed). 
4.6. Primary Barriers
The survey uncovered three principal barriers to adopting AI: (1) inadequate technical know‑how, reported by 73.0 % of respondents; (2) limited hands‑on experience, cited by 68.3 %; and (3) restricted access to AI tools, flagged by 52.4 %, which points to underlying infrastructure gaps. Nearly half (47.6 %) cited Vietnamese-language obstacles, underlining the necessity of local materials, and 45.2 % referenced data-privacy concerns, underlining the need for guidelines on ethics. Collectively, these obstacles mean that developing skills, increasing practice training, providing tool availability and resolving language and privacy concerns are all necessary to support future teachers’ preparation for AI implementation. (see Table 8)
Table 8
Primary Barriers to AI Adoption Reported by HUFLIT ELT Students (N = 126)
	Barrier
	% Reported

	Lack of technical know‑how
	73.0

	Insufficient hands‑on experience
	68.3

	Limited access to AI tools
	52.4

	Vietnamese‑language interface
	47.6

	Data‑privacy concerns
	45.2


Note. Percentages reflect the proportion of respondents selecting each barrier among their top three challenges.
4.7. Qualitative Insights
A close reading of students’ comments uncovered four main concerns. First, many participants in the study worried about the balance between AI and human connection. One student asked, “How can we ensure AI enhances rather than replaces good teaching?” while another observed, “If AI handles routine grading, we could focus on creativity” and even another feared that “AI might reduce the personal connection between teacher and student.” Second, the respondents stressed the need for contextually tailored training modules for the Vietnamese ELT setting. They noted, “Most AI tools seem designed for native speakers.” and added, “We need local-language interfaces and examples drawn from Vietnamese classrooms.” Third, questions around professional identity emerged. Some wondered, “Will AI make teachers less important?” while others saw a silver lining, suggesting that “AI could free us to focus more on creativity and critical thinking.” Finally, practical challenges were paramount in other students' minds, who noted that "we need hands-on instructions, not mere theoretical education." Collectively, these concerns highlight the need for practical AI training that is culturally sound and sensitive to address both teachers' and actual practical limitations.
5. Discussion
The findings of this study reveal significant insights into prospective English teachers' readiness for AI integration at HUFLIT, addressing the research questions through a comprehensive examination of awareness, acceptance, and training needs. The results align with and extend previous research on AI in teacher preparation while highlighting unique aspects of the Vietnamese educational context. These findings resonate with HUFLIT's rapid digital transformation agenda but expose a training implementation gap. Although students valued AI (high PU), limited classroom exposure (27.8 %) reflects scarce institutional pilots beyond elective courses. This parallels national studies (Nguyen et al., 2022) showing uneven AI uptake across Vietnamese teacher education faculties.
5.1. The Awareness-Confidence Gap
The results reveal a pronounced disconnect between general AI awareness (84.1%) and both understanding of specific pedagogical applications (approximately 28−47%) and confidence in implementation (M = 2.94). This pattern creates what can be termed a "readiness paradox" - high perceived usefulness (M = 4.02) coupled with low self-efficacy in actual application. This verifies previous studies by Chiu (2021), which found that pre-service teachers perceive AI as ordinary computer technology without understanding its educational mechanisms or instructional affordances. However, the study's findings demonstrate that this gap is more acute in the Vietnamese context, where only 27.8% had observed classroom AI use compared to 45−60% reported in Western studies (Alamri et al., 2022).
The high familiarity with consumer AI tools like Grammarly (77.8%) and Google Translate (65.1%) versus minimal awareness of intelligent tutoring systems (34.9%) reflects exposure primarily through personal rather than educational contexts. This pattern suggests the need for systematic integration of AI applications in teacher education programs beyond tool literacy to functional and pedagogical knowledge as emphasized by Zawacki-Richter et al. (2019). The awareness gap may also be a symptom of more fundamental curriculum issues within Vietnamese teacher education, where new technologies are not integrated systematically yet.
While the Technology Acceptance Model was highly effective in explaining AI adoption intentions (R² = .68), self-efficacy emerged as the most effective predictor (β = .42), surpassing even perceived usefulness. The moderate ease of use (M= 3.28) shows that AI tools are rated as more complicated than typical learning technologies, creating implementation obstacles even when their advantages are recognized. This gap in readiness coheres with Yuan and Lee's (2022) assumptions that pre-service English teachers welcome AI but refrain due to low confidence levels and lack of experience. The correlation between self-efficacy and digital literacy (r = .48) indicates overall tech comfort provides a baseline, many digitally literate students still lack confidence in AI, suggesting specialized approaches are needed to bridge this awareness-confidence divide.
5.2. Self-Efficacy as the Determining Factor
The promotion of self-efficacy to the rank of primary predictor of AI adoption intention is a significant finding that supports Bandura's (1997) social cognitive theory. This would suggest that success experience confidence may be more significant than simply demonstrating AI's usefulness. Qualitative feedback illustrates that students associate readiness with not only technical expertise, but with having instructional materials and an understanding of how AI aligns with language teaching philosophy. Some of the participants were concerned that AI would suppress creativity or human interaction in the classroom, reflecting the need for training that addresses pedagogical alignment and affective confidence − a consideration also raised by Castañeda & Selwyn (2018). These findings indicate that readiness is more related to pedagogical knowledge and self-confidence than to technological proficiency.
5.3. Contextual Factors in Vietnamese Teacher Education 
Several context-related factors in Vietnam emerged as key determinants of AI readiness: 
_ Language and Cultural Barriers: Students expressed significant concerns about language accessibility, citing Vietnamese-language interface limitations as a key barrier to AI adoption (Table 8). This challenge is compounded by the reality that most AI tools are developed primarily for English-dominant markets, creating unique accessibility challenges in Vietnamese educational settings.
_ Institutional Infrastructure: Lack of instructor modelling and contextualized examples emerged as impediments, in line with Lee and Han (2021), which indicated that unfamiliarity with AI caused anxiety among pre-service teachers. Students often voiced anxiety about school-level technological infrastructure, drawing on resource constraints typical of developing education systems. 
_ Hierarchical Educational Culture: The extremely strong preference for in-class training within formal courses (79.3%) compared with self- study reflects the highly structured educational in Vietnam. This contrasts with findings from more individualistic cultures wherein self-paced learning is typically preferred. 
_ Professional Identity Problems: Sociocultural problems such as worry over replacement with AI by teachers emerged as issues, but detailed answers reflected mature understanding of how AI could remake but not replace teacher functions. The problem of maintaining human touch is a reflection of core Vietnamese educational values emphasizing very much relationship between students and teachers.
5.4. Implementation and Training Requirements 
The overwhelming demand for formal AI education, and more particularly hands-on and scenario-based learning (86.5% wished for workshops), provides compelling rationale for curriculum development. It corroborates research by Nguyen et al. (2022), which advocated for context-based AI education aligned to national teaching contexts. Students favoured workshops and embedded modules that allow incremental learning through applied lesson planning and assessment activities. The high demand for ethical training (83.3%) reflects anxiety around AI's impact on society, and students reported needs to learn about data privacy, algorithmic bias, and human review of feedback generated by AI. These responses address international controversies regarding AI regulation in education and point towards the necessity of building technical skill and critical digital literacy as well (Holmes et al., 2019). That students wanted integration in methodology courses (79.4%) rather than stand-alone AI courses reaffirms that students view AI as a pedagogical tool rather than as a stand-alone technical discipline. This preference for integration has important implications for curriculum design in that it suggests AI needs to be mainstreamed both as subject and pedagogical support.
5.5. Pedagogical Implications 
The findings of the current study have several critical implications for teacher education programs: 
_ Universities should incorporate systematic, scaffolded AI modules within ELT methodology courses, prioritizing confidence-building through graduated success experiences rather than comprehensive tool coverage. 
_ Faculty members require professional development to effectively model AI-enhanced teaching, addressing the instructor modelling gap identified as a significant barrier. 
_ Conditions of Vietnamese classrooms would need to be modified to AI training, for example, language support, cultural habits, and infrastructure limitations, as default measures might not be as effective. 
_ Principles of ethical AI adoption−e.g., bias concerns, data protection, and human supervision- must be integral and not additive components of the curriculum. 
_ Interdepartmental collaboration between education, linguistics, and computer science can produce contextually relevant materials that meet ELT-specific requirements while creating technical knowledge.
5.6. Actionable implications for HUFLIT
1. Curriculum infusion: Embed an "AI micro module" into the existing Educational Technology syllabus, focusing on hands-on chatbot lesson design. 
2. Faculty bootcamps: Offer short CPD workshops on prompt engineering and ethical AI, leveraging HUFLIT's Centre for Teaching Excellence. 
3. Sandbox classrooms: Equip language labs with institution licensed conversational AI APIs; schedule supervised teaching practicums for ELT majors. 
4. Policy alignment: Develop an AI Use Guideline (data privacy, academic integrity) in collaboration with HUFLIT's Legal & IT Offices to address the 83.3 % student demand for ethics training.
In summary, this research confirms the pressing necessity to prepare emerging English teachers with what they know, can do, and believe to productively collaborate with AI. While positive attitudes and broad awareness are promising beginnings, these must be followed up with institutional support, systematic integration, and culturally situated training practices. The "readiness paradox" presented herein−recognizing the worth of AI but challenging the capacity for implementation−must be addressed through scaffolded hands-on learning to build competence and confidence. Pre-service education in Vietnam must rise to this challenge by embedding AI as both pedagogical tool and subject of critical inquiry throughout teacher preparation programs. Future research should explore institutional variations, longitudinal development of AI competencies, and experimental validation of training approaches to optimize the preparation of AI-ready English teachers.
6. Conclusion
With only 27.8% of HUFLIT students having seen AI in the classroom−compared to about 45−60% in Western studies- this research uncovers a “readiness paradox”: high awareness (84.1%) but low confidence (SE = 2.94) in using AI. Constructing self-efficacy in terms of experiential, contextually rich training (workshops, embedded modules, ethical support) is therefore necessary. Teacher educators must demonstrate AI in practice and incorporate scaffolded AI activities into ELT methodology courses. They should also tailor materials to Vietnam’s linguistic and infrastructural contexts to bridge awareness with effective classroom implementation. 
6.1. Limitations and Future Research Directions
Results from this study should be interpreted with care. First, using a single institution convenience sample at HUFLIT limits generalizability to the complex higher-education setting of Vietnam−public vs. private and urban vs. rural context can yield varying AI readiness profiles. Second, relying on self‐report surveys threatens bias: participants may over- or under-estimate their confidence and competence when working with AI, and the survey's general definition of “AI” may have led to disparate interpretations. Third, without performance-based or observational measures, we cannot infer that planned classroom practices are implemented. 
Although confirmatory factor analysis (CFA) is often suggested, the researcher did not carry out CFA for two empirically sound reasons. Firstly, the sample size (N = 126) falls short of the 200‑case standard widely assumed as being necessary for stable CFA solutions with four latent factors (Worthington & Whittaker, 2006). Secondly, the initial four-factor TAM has already been developed in various EFL and technology-integration environments (e.g., Venkatesh & Bala, 2008; Teo, 2011). Because the researcher used the original, untransformed items of those studies and achieved substantial internal consistency (α = .84–.89; composite reliability = .86–.90) and good discriminant validity (all HTMT ratios < .85), in the interest of parsimony, the canonical factor structure was retained. Future research with larger samples can use CFA or SEM to validate the measurement model.
To build on these findings, future research ought to:
_ Enhance sampling with multi-institution surveys of varied education settings to expand representativeness and enable regional comparisons. 
_ Apply longitudinal designs that track attitudes, confidence, and ability change throughout teacher-preparation programs and into the start of teaching careers in order to identify where and how AI competencies are best developed.
_ Investigate educator roles via instructor modelling, scaffolding, and mentoring, and their influence on pre-service teachers’ self-efficacy and adoption practices.
_ Assess institutional factors such as policy support, technological infrastructure, and administrative support to understand system‐level enablers and barriers to AI integration.
_ Adjudge targeted interventions through randomized control trials of scaffolded AI assignments, peer‐collaboration models, and ethics modules to determine which interventions most effectively bridge the gap between awareness and confident, competent implementation.
Finally, while positive attitudes and general awareness are encouraging, meaningful AI adoption in ELT is predicated on systematic, culturally responsive, and pedagogically sound teacher-education reforms. 
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Appendix A
QUESTIONNAIRE
Dear Students,
This questionnaire is part of a research study examining prospective English teachers' awareness and readiness to integrate Artificial Intelligence (AI) into English Language Teaching. Your participation is voluntary and anonymous. The information collected will be used solely for academic research purposes.
Please answer all questions honestly based on your current knowledge and experience. There are no right or wrong answers. The questionnaire should take approximately 15-20 minutes to complete.
Thank you for your valuable contribution to this research.
SECTION A: DEMOGRAPHIC INFORMATION
1. Gender:
☐ Male
☐ Female
☐ Prefer not to say
2. How would you rate your current digital literacy level?
☐ Very Low
☐ Low
☐ Moderate
☐ High
☐ Very High
3. Have you ever used any AI-powered tools?
☐ Yes
☐ No
If yes, please list the tools you have used:
………………………………………………………………………………………
4. How often do you use technology for educational purposes?
☐ Never
☐ Rarely (once a month or less)
☐ Sometimes (2-3 times a month)
☐ Often (weekly)
☐ Very often (daily)
5. Have you taken any courses related to educational technology or digital pedagogy?
☐ Yes
☐ No
SECTION B: AWARENESS OF AI IN ENGLISH LANGUAGE TEACHING
Instructions: Please indicate your level of agreement with the following statements using the scale below:
1 = Strongly Disagree | 2 = Disagree | 3 = Neutral | 4 = Agree | 5 = Strongly Agree
	Statement
	1
	2
	3
	4
	5

	B1. I am aware of what Artificial Intelligence (AI) is.
	☐
	☐
	☐
	☐
	☐

	B2. I understand how AI works in general.
	☐
	☐
	☐
	☐
	☐

	B3. I know how AI is used in education.
	☐
	☐
	☐
	☐
	☐

	B4. I can name at least three AI-powered tools relevant to language learning.
	☐
	☐
	☐
	☐
	☐

	B5. I understand the benefits AI brings to English language teaching.
	☐
	☐
	☐
	☐
	☐

	B6. I am aware of how AI tools provide feedback to language learners.
	☐
	☐
	☐
	☐
	☐

	B7. I understand how AI can adapt to individual student needs.
	☐
	☐
	☐
	☐
	☐

	B8. I have seen AI being used in a classroom setting.
	☐
	☐
	☐
	☐
	☐

	B9. I am familiar with AI applications for language assessment.
	☐
	☐
	☐
	☐
	☐

	B10. I know about ethical considerations when using AI in education.
	☐
	☐
	☐
	☐
	☐



SECTION C: READINESS AND WILLINGNESS TO USE AI IN ELT
Instructions: Please indicate your level of agreement with the following statements using the same scale:
1 = Strongly Disagree | 2 = Disagree | 3 = Neutral | 4 = Agree | 5 = Strongly Agree
Perceived Usefulness (PU)
	Statement
	1
	2
	3
	4
	5

	PU1. I believe AI can support student learning and engagement.
	☐
	☐
	☐
	☐
	☐

	PU2. I believe AI will play an important role in future ELT classrooms.
	☐
	☐
	☐
	☐
	☐

	PU3. I think using AI would improve my teaching effectiveness.
	☐
	☐
	☐
	☐
	☐

	PU4. AI tools would help me provide personalized feedback to students.
	☐
	☐
	☐
	☐
	☐



Perceived Ease of Use (PEOU)
	Statement
	1
	2
	3
	4
	5

	PEOU1. I find AI tools easy to learn and apply in language instruction.
	☐
	☐
	☐
	☐
	☐

	PEOU2. Learning to use AI tools would be easy for me.
	☐
	☐
	☐
	☐
	☐

	PEOU3. I would find it easy to get AI tools to do what I want them to do.
	☐
	☐
	☐
	☐
	☐

	PEOU4. Interacting with AI tools would be clear and understandable for me.
	☐
	☐
	☐
	☐
	☐



Self-Efficacy (SE)
	Statement
	1
	2
	3
	4
	5

	SE1. I feel confident in my ability to use AI tools in my future teaching.
	☐
	☐
	☐
	☐
	☐

	SE2. I have the skills necessary to use AI effectively in teaching.
	☐
	☐
	☐
	☐
	☐

	SE3. I could complete teaching tasks using AI tools if I had proper guidance.
	☐
	☐
	☐
	☐
	☐

	SE4. I am confident I can troubleshoot problems when using AI tools.
	☐
	☐
	☐
	☐
	☐



Behavioural Intention (BI)
	Statement
	1
	2
	3
	4
	5

	BI1. I am interested in using AI tools in my teaching practice.
	☐
	☐
	☐
	☐
	☐

	BI2. I would use AI in my class if I had proper training and support.
	☐
	☐
	☐
	☐
	☐

	BI3. I intend to use AI tools in my future teaching career.
	☐
	☐
	☐
	☐
	☐

	BI4. I plan to learn more about AI applications in language teaching.
	☐
	☐
	☐
	☐
	☐



SECTION D: TRAINING NEEDS AND SUPPORT CONDITIONS
Part 1: Agreement with Statements
Instructions: Please indicate your level of agreement using the same scale:
1 = Strongly Disagree | 2 = Disagree | 3 = Neutral | 4 = Agree | 5 = Strongly Agree
	Statement
	1
	2
	3
	4
	5

	D1. I want to receive formal training on AI integration in ELT.
	☐
	☐
	☐
	☐
	☐

	D2. I prefer hands-on workshops and practical exercises on AI for language teaching.
	☐
	☐
	☐
	☐
	☐

	D3. I need more information about ethical issues in using AI (e.g., data privacy, bias).
	☐
	☐
	☐
	☐
	☐

	D4. I think AI training should be embedded in existing teaching methodology courses.
	☐
	☐
	☐
	☐
	☐

	D5. My lack of experience with AI tools makes me hesitant to use them.
	☐
	☐
	☐
	☐
	☐

	D6. Limited availability of Vietnamese-language AI tools is a barrier to my readiness.
	☐
	☐
	☐
	☐
	☐

	D7. I would be more motivated if AI tools were introduced in my regular classes.
	☐
	☐
	☐
	☐
	☐

	D8. Institutional support is crucial for successful AI integration.
	☐
	☐
	☐
	☐
	☐



Part 2: Multiple-Choice and Open-Ended Questions
D9. What format of AI training do you prefer? (Choose all that apply)
☐ Online self-paced modules
☐ In-person workshops
☐ Guest lectures from AI specialists
☐ AI-integrated coursework modules
☐ Peer collaboration and discussion groups
☐ Practical demonstration sessions
☐ Other (please specify): ________________________________
D10. What types of AI tools or functions are you most interested in learning about for ELT? (Choose all that apply)
☐ Automated writing assessment and feedback
☐ Speech recognition and pronunciation tools
☐ Intelligent tutoring systems
☐ Chatbots for language practice
☐ Adaptive learning platforms
☐ Language translation tools
☐ Content generation tools
☐ Student progress tracking systems
☐ Other (please specify): ________________________________
D11. What are the main barriers that might prevent you from using AI in your future teaching? (Choose up to 3)
☐ Lack of technical knowledge
☐ Insufficient training opportunities
☐ Limited access to AI tools
☐ Concerns about data privacy
☐ Fear of technology replacing teachers
☐ Lack of institutional support
☐ Cost of AI tools
☐ Language barriers (tools not available in Vietnamese)
☐ Ethical concerns
☐ Time constraints
☐ Other (please specify): ________________________________
D12. How important do you think the following factors are for successful AI integration in ELT?
	Factor
	Not Important
	Slightly Important
	Moderately Important
	Very Important
	Extremely Important

	Technical training
	☐
	☐
	☐
	☐
	☐

	Pedagogical training
	☐
	☐
	☐
	☐
	☐

	Institutional support
	☐
	☐
	☐
	☐
	☐

	Peer collaboration
	☐
	☐
	☐
	☐
	☐

	Access to resources
	☐
	☐
	☐
	☐
	☐

	Ethical guidelines
	☐
	☐
	☐
	☐
	☐



D13. In what specific areas of English language teaching would you most like to use AI? (Rank your top 3 choices: 1 = most interested, 2 = second most interested, 3 = third most interested)
☐ Grammar instruction and practice ___
☐ Vocabulary development ___
☐ Reading comprehension ___
☐ Writing skills development ___
☐ Speaking and pronunciation ___
☐ Listening skills ___
☐ Assessment and feedback ___
☐ Lesson planning ___
☐ Student progress monitoring ___
☐ Curriculum development ___
Part 3: Open-Ended Questions
D14. What specific concerns do you have about using AI in English language teaching?
………………………………………………………………………………………
………………………………………………………………………………………
D15. What would motivate you most to start using AI tools in your teaching?
………………………………………………………………………………………
………………………………………………………………………………………
D16. How do you think AI might change the role of English teachers in the future?
………………………………………………………………………………………
………………………………………………………………………………………
D17. Any additional comments or suggestions regarding AI integration in English language teaching?
………………………………………………………………………………………
………………………………………………………………………………………
………………………………………………………………………………………
Thank you for your time and valuable input!
Your responses will contribute to improving AI integration in English language teacher education programs.

